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We study the propagation of fronts in extended oscillatory reaction-diffusion systems that contain
several coexisting limit cycles. In contrast with the variational behavior, fronts between regions oscillating
in two different limit cycles are found to propagate not necessarily towards the region of the less stable
limit cycle, but towards the regions of the largest amplitudes, provided that the frequency mismatch
between the cycles is sufficiently large. In other words, the smaller oscillations can always be made to

control the whole system.
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Reaction-diffusion systems in which the reaction terms
are oscillatory are ubiquitous in nature, not only in physics,
chemistry, and biology, but also in economics and sociol-
ogy [1-3]. Every living organism contains perhaps hun-
dreds of chemical oscillators that operate in extended
media where diffusion couples neighboring spatial points
[4]. Weakly nonlinear oscillations in such an extended
continuous medium can be described by an amplitude
equation, the complex Ginzburg-Landau equation [5].
Less known, but perhaps equally widespread, is the class
of systems in which oscillations may occur with more than
one amplitude, or, to be more technical, in which the
reaction term admits two or more stable limit cycles to
which the dynamics may approach depending on the initial
conditions [6—8].

Understanding the behavior of this neglected class of
extended dynamical systems poses the following intriguing
puzzle. When oscillators operating at different frequencies
interact, synchronization sets in [9]. Generically, an
asymptotic regime in which the fastest oscillators set the
pace of the whole assembly is reached. If the interaction
is diffusive, this phenomenon can be understood as the
propagation of a front separating regions of fast and slow
oscillations. Front propagation proceeds from regions
populated by faster oscillators towards those of slower
ones [2]; metaphorically speaking, the fastest wins. On
the other hand, in variational reaction-diffusion systems
such as the Fisher-Kolmogorov model [10] and others [2],
fronts propagate between two locally stable states always
in the direction of the less stable state [11], the metastable
one in the case of a two-stable-state system. How far this
behavior extends into the class of nonvariational systems is
still a matter of debate, but it is widely accepted that if the
system displays a Lyapunov stability function, this is a
good indicator of the direction of the fronts: they travel
in the direction of the less stable state. However, if so, this
tendency conflicts with the fastest wins behavior of fronts
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between oscillating regions: one could conceive of situ-
ations where the most stable limit cycle is the slowest.

The purpose of this Letter is to investigate this conflict.
We show that, in fact, neither of the two criteria of front
propagation is valid for multiple-limit-cycle reactions.
Instead, we find a tendency for the system to be dominated
by the oscillators operating at the smallest amplitude,
provided that their frequencies are different enough, but
regardless of the sign of the difference. We construct a
simple one-spatial-dimensional example to show this be-
havior, then we extend the results to a dirhythmic reaction-
diffusion medium in two dimensions.

The simplest way of writing a reaction model having
two different limit cycles is in polar coordinates:

R=FR) = —V'(R), (D

0 = Q(R), 2

with, for example, the particular choice of

_ _|# & _ (Y _ 9 0\p2]p2l p2
V(R) {2 [4 (6 8R>R }R}R 3)
giving a limit cycle for each of the zeros of F(R), the
extrema of V(R). The parameters u, &, vy, and 8 control
the stability and amplitude of the limit cycles. In particular,
the stable limit cycles are at the bottom of the “‘potential”
wells, i.e., the relative minima R; and R, (R; < R;) of the
function V(R). Figure 1 shows V(R) for several values of
M, illustrating the fact that the relative height—and there-
fore the stability—of the R and R, minima changes as this
parameter is varied. The frequency of these limit cycles can
be controlled independently by adopting different forms
for the function ()(R). Thus an increasing {)(R) makes the
limit cycle of radius R, oscillate at a frequency higher than

that of the limit cycle of radius R, and vice versa.
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FIG. 1. Radial potential function V(R) for several values of the 4 E S 3 T
parameter u. We fix ¢ = 6.12, y = 6.8208, and 6 = 2.0. E i:
3 E
In order to include spatiotemporal dynamics, it is con- £ 2 3
venient to cast the previous equations into their Cartesian ; 2: - E
form by setting X = Rcos® and Y = Rsin®. Initially, we ;
are interested in the dynamics in one spatial dimension, so 1E
that R = R(s, 1), ® = O(s,1), X = X(s, 1), and Y = Y(s, 1) : ] :
are all functions of the unique spatial coordinate s and (] S N I L) S S T
time. We consider here a purely diffusive spatial coupling 0 20 40 60 80 100 0 20 40 60 80 100
Space Space

isotropic in the Cartesian phase-space representation, with
diffusion constant D. The complete model then reads

X = f(R)X — Q(R)Y + Dd,X, @)

Y = f(R)YY + Q(R)X + Dd,,Y, 3)

with  f(R)=u —[e — (y — SR®)R?’]R* and R?>=
X? + Y2, supplemented with periodic boundary conditions
without compromising generality.

We now investigate the evolution of initial field configu-
rations in which one region is oscillating in one of the limit
cycles and the rest of the domain in the other. We chose
initial conditions of the form R(s,0) = 0.5 + X[, 5,1(5),
where x,, ,,] 18 the indicator function of the interval
[s1, s5]. We first consider ()(R) constant; the oscillation
frequency is uniform across the phase space. As might be
expected, this case reproduces the behavior of variational
fronts in one spatial dimension: fronts separate regions in
which the system is in each of two different locally stable
static equilibria (potential minima), and they propagate in
the direction of less stable ones, so that asymptotically the
most stable stationary state dominates. Figure 2 shows that
this is so also when, instead of fronts between two static
equilibria, we consider those separating regions uniformly
evolving in each of two different—but in this case, syn-
chronous—oscillatory regimes. Fronts propagate towards
the region where oscillations occur on the limit cycle that is
less stable, in the sense that the radial potential is higher.
This happens no matter what the relative amplitudes of the
two are: the more stable always wins.

However, the situation changes in a rather surprising
way when the frequencies of the two limit cycles are
different, when Q) (R) is an arbitrary function. If the poten-
tial is such that the smaller limit cycle is the more stable, as

FIG. 2. Pseudo-3D space-time plots of R(s, ) (bottom) show-
ing fronts moving always towards the less stable minimum of the
corresponding potential (top) for (a) 4 = 1.05 and (b) u = 1.12.
Q(R) =1 and D = 0.1. Space is in units of As = 0.1 and the
vertical axis labels in the bottom panels are the R scale.
Successive curves correspond to time increments of 15 and are
raised by 0.2 with respect to the preceding curve.

in the case of Fig. 2(a), the fronts still move in the direction
prescribed by the variational theory and as in the synchro-
nous case. But if the more stable limit cycle is the larger, as
in Fig. 2(b), when the difference A() between the two
limit-cycle frequencies exceeds a certain value, the fronts
no longer propagate towards the region oscillating in the
less stable limit cycle, but instead towards the regions
oscillating with the largest amplitude. In short, the smallest
can always win.

To illustrate this we set Q(R) = a * BR? in Egs. (4)
and (5) and simulate the evolution of the same type of
initial conditions as before. Figure 3 displays three differ-
ent spatiotemporal evolutions obtained with the same po-
tential [Fig. 3(a)] but with different values of 8. While for
small B [Fig. 3(b)] the fronts progress towards the less
stable inner limit cycle, by making 3, and therefore A(),
large enough, the propagation is reversed [Fig. 3(c)]. This
reversal only depends on the size of 8 or A() but not on its
sign, i.e., not on which of the two oscillators is faster; Fig. 3
remains essentially invariant under the change 8 — — 3.
Thus, regardless of its stability, the inner limit cycle can
always be made to asymptotically dominate the whole
system by setting its frequency sufficiently different from
the other’s.
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FIG. 3. (a) V(R) for u = 1.26. (b) The more stable limit cycle

(the outer one) propagating over the less stable inner one for 8 =
0.2. (c) Reversed propagation for 8 = 0.7. (d) Coexistence of
both limit cycles in a localized breathing structure for g = 0.35.

To understand this behavior in a semianalytical way, let
us recast Egs. (4) and (5) back into polar coordinates:

R = —V'(R) — D(3,0)’R + DR, (6)
O =Q(R) + %DasRasG) + Do, 0. (7)

The factor R of the term D(9,®)?’R from the spatial
coupling can be regarded as an effective subtractive renor-
malization of the coefficient  in the potential. Because of
its sign, this renormalization can only make the largest
limit cycle less stable. It is clear that this factor can play a
role solely if the two limit cycles run at different frequen-
cies. By taking the s derivative of Eq. (7) we obtain an
equation for the evolution of the phase gradient G = 9,0:

. 2DT1 1
G = Q'(R)I,R — [(aSR)Z - BSSR}G
R | R
2D
+ == ,R0,G + Dd,G. (8)

The only source of G is the term {)/(R)d,R that vanishes if
either () or R are constant. As a consequence, gradient
production is concentrated in the front region and is essen-
tially proportional to the frequency jump across the front.
This explains front propagation reversal in favor of the
small-amplitude limit cycle when the frequency mismatch
is large enough to produce a sufficiently large phase gra-
dient as a qualitative extension of the variational results to

the effective potential. The remaining terms in Eq. (8)
stabilize the growth of G by either dissipating, advecting,
or diffusing the phase gradient.

We should like to mention here one interesting conse-
quence of the peculiar topology of these fronts. While in
the case of variational fronts between static equilibria,
structures formed by complementary fronts either grow
without limit or collapse except at a single critical value
of the relative stability, dirhythmic media allow for sus-
tained localized breathing structures that are stable for a
finite range of values of either the frequency split or the
parameters that control the relative stability of the limit
cycles. In Fig. 3(d) we show one such structure in which a
wall of medium oscillating in one limit cycle is separating
two regions oscillating in the other cycle. With u = 1.26,
such structures are formed for 2.5 < 8 < 6.

We now investigate front propagation in dirhythmic
reaction-diffusion media in two spatial dimensions. Let
us consider the evolution of a circular patch of medium
in one of the rhythmic states, surrounded by material
oscillating at the other rhythm. In the analogous variational
case of a medium that can be found in two different locally
stable static equilibria, circular patches of the stable steady
state surrounded by medium in the metastable state will
grow only if their radii are larger than a critical value that
depends solely on the potential energy difference between
the two states, and metastable drops in a stable background
always collapse. In dirhythmic media, however, the stabil-
ities of the two oscillatory states may change, as we have
seen, as a result of the phase dynamics. Equations (6) and
(7) have the straightforward two-dimensional generaliza-
tion

R = —V'(R) — D|VO|’R + DV?R, )

0= Q)+ %DVR -V0O + DV?0, (10)

where X, Y, R, ® are now functions of the spatial coor-
dinates x and y and time, and V and V? are the two-
dimensional gradient and Laplacian operators. The second
term in Eq. (9) can still be seen as an effective quadratic
contribution to the potential V(R) that tends to raise the
local minimum corresponding to the larger limit cycle with
respect to the smaller one. The consequences of this in two
dimensions are slightly more complex than in one. Of
course, a direct extension of the one-dimensional results
is that patches of medium oscillating in the small limit
cycle can always be forced to nucleate by controlling the
frequency difference between the two cycles irrespective
of the original relative stability. Moreover, since nucleation
only occurs if the initial patch radius exceeds a critical
value that depends on the relative stability of the asymp-
totic states, one can conjecture that for dirhythmic media
the critical radius should depend on the frequency split in a
qualitatively similar way.

In order to simulate the evolution of radially symmetric
configurations, Egs. (9) and (10) can be simplified by using
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FIG. 4 (color online). Critical radius measured in units of
or = 0.05 for the coalescence of a circular patch of medium
oscillating in one of the limit cycles surrounded by medium
oscillating in the other as a function of the frequency split AQ).
Solid and dashed curves correspond to patches of the large and
small-amplitude oscillation, respectively.

polar coordinates (r, #) and neglecting the angular varia-
tions:

. 2 2
R=-V(R) — D<a®> R + D(—a I; + l §> (11)
d ar r

_r or
2
®=Q(R)+2—D%@+D<g+1@>. (12)
R or or or r or

The only changes from Eqgs. (6) and (7) are the curvature
terms arising from the Laplacian. We impose von
Neumann boundary conditions at » = 0 to avoid singular-
ities, and at the border of the circular domain to minimize
the perturbation that this may exert on the dynamics of the
patch. With these considerations in mind we can readily
check our previous conjecture both qualitatively and
quantitatively.

In Fig. 4 we summarize the results of the two-
dimensional dynamics by plotting the critical radius nec-
essary for a circular patch of the medium oscillating in one
of the limit cycles to grow against a background oscillating
in the other limit cycle as a function of the frequency
mismatch of the cycles. The potential is as in Fig. 2(b) so
that the larger cycle is the more stable. The solid line
corresponding to the critical radius for a patch of the large
cycle diverges at around A{) = 0.17, which is a value
close to that at which the reversal of the propagation would
occur in one-dimensional systems. At the opposite ex-
treme, in the limit of AQ) — 0 this critical radius converges
to the expected variational value. On the other hand,
patches of the smaller inner cycle can grow only if AQ) =
0.17 with a critical radius monotonically decreasing with
AQ.

Fully two-dimensional simulations without radial sym-
metry confirm the validity of these results as well as the
robustness of the one-dimensional walls described above.
Remarkably, in two dimensions long-lived walls between

head-on fronts with a structure similar to the breathers
described in the one-dimensional case can form for a finite
range of the frequency mismatch A(). These now represent
bubbles that may either grow continuously or shrink and
collapse. We provide movies [12] of the evolution of the
bubbles, as well as of the spontaneous formation of one-
dimensional walls in two-dimensional systems starting
from a randomly chosen initial condition.

The same behaviors reported in this Letter are seen in
other polyrhythmic oscillators such as those described by
generalized nonsymmetric van der Pol-Lienard equations
with multiple limit cycles, which allows us to conjecture
that they convey a high degree of universality.
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