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Bloch domain walls in type II optical parametric oscillators
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Evidence of Bloch domain walls in nonlinear optical systems is given. These walls are found in the transverse
fields of optical parametric oscillators when the polarization degree of freedom, the cavity birefringence, and
(or) dichroism are taken into account. These domain walls arise spontaneously and exhibit defects where
Bloch walls of different chirality join together. Two dynamic regimes are found: In the first one the vector
field approaches a final homogeneous state, and in the other the walls are continually generated and annihi-
lated. This dynamic behavior is caused by the fact that walls of opposite chirality move spontaneously with
opposite velocity. © 2000 Optical Society of America
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The search for novel transverse structures in non-
linear optics is actively pursued1 because such struc-
tures may have applications in all-optical signal
processing and serve as examples of pattern formation
in systems away from equilibrium.2 These struc-
tures, for example, in optical parametric oscillators
(OPO’s), result from the interaction of nonlinearity
and diffraction in spatially extended devices such as
nonlinear cavities. OPO’s have been studied exten-
sively and demonstrate that formation of patterns,3

domain walls,4,5 and localized structures6 is possible.
Recently, patterns were observed in a triply reso-
nant OPO.7

A particularly interesting class of structure investi-
gated is that of domain walls, i.e., fronts that connect
different solutions. Ising walls are fronts for which
the f ield vanishes at the core of the wall; they have
been predicted for type I, degenerate OPO’s (Ref. 4) as
well as for related optical systems.8,9 The experimen-
tal observation of walls in parametric mixing10 and
the generality of such front solutions in nonlinear op-
tics11 justify studies of the existence and stability of do-
main walls in OPO’s. Although the intrinsic stability
of Ising walls was recently demonstrated,4 observation
of such walls beyond the initial transient requires the
presence of walk-off 5 or vortex dynamics.12

Besides Ising walls, another kind of front structure,
i.e., Bloch walls, was investigated in systems described
by a complex order parameter that satisfies an evo-
lution equation with a broken phase invariance.13 – 16

Bloch walls differ from Ising walls because in the for-
mer the field amplitude does not vanish at the core of
the wall and the phase rotates by passing from one do-
main to the other. In this Letter we demonstrate that
Bloch walls can also be formed in OPO’s when cavity
birefringence and (or) dichroism is accounted for.

We consider an OPO consisting of a ring cavity f illed
by a birefringent, nonlinear quadratic medium pumped
by a uniform, external laser beam at frequency 2v.
Weak birefringence and dichroism, which account for
small imperfections in the cavity, are also included
in the model; for simplicity we assume that only one
mirror is birefringent and dichroic. Note that the mir-
ror’s principal axes can be rotated with respect to the
crystal’s principal axes by an angle f. In the mean
field, with paraxial and single-longitudinal-mode
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approximations, the equations that describe the
time evolution of the linear polarization components
of the second-harmonic (SH) �Bx, y�x, y, t�� and the
first- harmonic (FH) �Ax,y �x, y, t�� electric f ields
(where Ax and Bx are ordinary and Ay and By are
extraordinary polarized17), in a type II phase-matched
OPO, are

≠tBx � g 0
x�2�1 1 iD0

x�Bx 1 ia0
x=2Bx

1 c0xBy 1 2iK0AxAy 1 E0� , (1)

≠tBy � g0
y�2�1 1 iD0

y �By 1 ia0
y=2By

1 c0yBx� , (2)

≠tAx � gx�2�1 1 iDx�Ax 1 iax=2Ax

1 iK0A�
yBx 1 cxAy � , (3)

≠tAy � gy �2�1 1 iDy �Ay 1 iay=2Ay

1 iK0A�
xBx 1 cyAx� . (4)

The coefficients gx,y and g0
x, y (cavity decay rates), Dx, y

and D0
x, y (cavity detuning), and ax,y and a0

x,y (diffrac-
tion coefficients) are defined as in Refs. 3 and 17; be-
cause the birefringence of the nonlinear crystal and
the dichroism of the cavity, they can be slightly dif-
ferent from one another, even when the signal and the
idler are frequency degenerate. Other parameters are
nonlinearity K0 and injected pump E0, which for sim-
plicity we considered to be linearly polarized along the
x axis. Hence the highly mismatched component By
is neither pumped nor nonlinearly coupled with other
components. The linear coupling coeff icients cx, y and
c0x, y are given by

cx, y �
p 1 id

T 6 p cos�2f�
sin�2f� ,

c0x, y �
p0 1 id0

T 0 6 p0 cos�2f�
sin�2f� , (5)

where the plus (minus) applies for the x-
�y-�polarized component. The coeff icient 2p �2p0�
represents the mirror dichroism, i.e., the ratio be-
tween the difference of ref lectivities and the average
© 2000 Optical Society of America
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ref lectivity of the FH (SH) polarization components.
The coeff icient 2d �2d0� represents the mirror birefrin-
gence, i.e., the ratio between the differential phase
delay and the average delay of the FH (SH) polar-
ization components. Finally, T �T 0� is the average
transmittivity for the FH (SH). A linear coupling
between Ax and Ay , which accounts for the insertion
of intracavity wave plates in a type II OPO with no
transverse spatial dependence, causing phase locking
of signal and idler fields, was considered in Ref. 18.
The equations that we have introduced include those
of previous studies as special cases.

A linear stability analysis shows that the trivial so-
lution Ax, y � 0, Bx � �1 1 iD0

y �E0��1 2 D0
xD0

y 2 c0xc
0
y 1

i�D0
x 1 D0

y��, By � c0yE0��1 2 D0
xD0

y 2 c0xc
0
y 1 i�D0

x 1 D0
y��

of Eq. (1) is stable for E0 , Ec, where Ec � �1 1

iDx�
p
1 1 D̃2 and D̃ � �gxDx 1 gyDy ���gx 1 gy � . 0

if cx,y � c0x, y � 0. For cx, y , c0x,y fi 0, threshold Ec
could be determined only through numerical solutions;
note that it decreases as the coupling strengths jcx, y j
and jc0x, y j increase.

If the pump amplitude exceeds jEcj, the steady state
becomes unstable, and signal and idler fields are gener-
ated. For D̃ . 0 the homogeneous perturbations have
the largest growth rate, and two homogeneous solu-
tions, A1

x, y and A2
x,y , of equal amplitude and phase

shifted by p rad �A1
x, y � 2A2

x, y �, bifurcate from Ax �
Ay � 0. They are equivalent solutions because they
have the same probability of being selected starting
from random initial conditions close to the unstable
state. For a type II OPO we demonstrate that Bloch
walls can form that are the linear coupling cx,y , the
parameters that break the phase invariance and con-
trol the transition from Bloch to Ising walls. Note that
this transition has been demonstrated for a paramet-
rically forced complex Ginzburg–Landau equation,13,14

where the forcing amplitude is the tuning parameter.
Such an equation, in the nonvariational case, resem-
bles the model of a singly resonant, degenerate OPO
but with a main difference, which actually prevents
the observation of Bloch walls. In fact, the forma-
tion of Bloch walls in a parametrically forced complex
Ginzburg–Landau equation requires a limitation on
the strength of the parametric forcing13 that cannot
be satisfied in the case of singly resonant, degenerate
OPO’s.

Numerical integrations of Eq. (1) conf irm that
stationary uniform domains, where Ax, y are either
A1

x, y or A2
x, y , form spontaneously. For small values of

cx,y and c0x, y , separating fronts are of the Bloch type,
whereas for larger values they are of the Ising type.
The trivial unstable solutions randomly perturbed
by complex Gaussian white noise (delta correlated in
space and time) have been set as an initial condition for
integration.

Figure 1 shows a one-dimensional (1D) Bloch wall
for Ax. The phase can rotate clockwise or counter-
clockwise in the complex plane across the interface.
This characteristic is called chirality.13 The interface
shown in Fig. 1 has positive chirality (clockwise rota-
tion); the wall for Ay has the opposite chirality.

In two dimensions (2D) the domain walls can
emerge with opposite chirality in different spatial
regions. The change of chirality takes place at
single points where the phase f ield is not defined
and the amplitude is zero (defects). An example of
the transient transverse patterns is shown in Fig. 2,
where walls of different chirality (represented by
black and white curves) that we call defects are
shown as black dots in the intensity field [Fig. 2(b)]
and the phase f ield is shown in Fig. 2(c). Similar
structures have been seen in the ordering process
of a nonconserved two-dimensional anisotropic XY
spin system.19 The dynamics of Bloch walls in 2D
depends on the detuning and damping values and
is inf luenced by the curvature of the walls. For
gxDx � gyDy , f lat Bloch walls are stable (as one can
verify by observing that 1D walls do not move for the
same parameters) then, the dynamics is controlled
mainly by the curvature of the fronts. This pro-
cess leads to the growth of a parametrically forced
complex Ginzburg–Landau equation phase and the
annihilation of all the defects as in the dynamics of
the two-dimensional in the variational case.19 For
gxDx fi gyDy , walls of different chirality move in
opposite directions in a 1D system. Then, in 2D, the
defects are notably stable and the Bloch walls of differ-
ent chirality tend to spiral about the defects.14 The

Fig. 1. Numerical solution of Eq. (1) in one spatial dimen-
sion, showing a Bloch wall. The solid (dashed) curve, the
real (imaginary) part of Ax. The parameters are gx �
g0
x � 1, gy � g0

y � 1.002, D0
x � D0

y � 0, Dx � 0.01, Dy � 0.03,
a0
x � a0

y � 0.125, ax � ay � 0.25, K0 � 1, E0 � 1.25, c0x,y �
0.025�1 2 i�2�, and cx, y � 0.02i. A6

x indicate the two poss-
ible homogeneous stable states.

Fig. 2. Snapshot at time t � 1600 of the field
Ax�x, y, t�: (a) real part, (b) intensity, (c) phase.
The parameters are the same as in Fig. 1, except that
c0x, y � 0.025�1 1 i�2� and cx, y � 0.02�1 1 i�. In (a)
homogeneous stable states �A6

x � and fronts �B6�, which
correspond to Bloch walls with positive–negative chirality,
are labeled.
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Fig. 3. Time evolution of Bloch walls; the intensity (real
part) of Ax is shown above (below) for (a) t � 0, (b) t � 1000,
(c) t � 1150, (d) t � 1550. The parameters are the same
as in Fig. 1, except that c0x, y � 0.01 and cx, y � 0.025.

fronts of equal chirality are annihilated when they
collide, and new ones are generated by the defects;
the result is the persistent spatiotemporal complex
behavior, shown in Fig. 3.

The coupling coefficients cx,y and c0x, y control the
wall width and the transition from the Bloch to
the Ising type. The Bloch wall width diverges to
infinity as cx,y ! 0; clearly Bloch walls are not stable
for cx, y � 0 because phase invariance is restored
in Eq. (1). However, even a small amount of bire-
fringence or dichroism is sufficient to make these
structures stable, and therefore they are likely to be
observed in type II OPO’s as a result of any weak
imperfection of the cavity. For cx, y � 0, Ising walls
are not stable either; however, they become stable
and form spontaneously for larger values of jcx,y j
for which Bloch walls lose their stability. Beyond
the Bloch–Ising transition, labyrinthine patterns are
formed9,10 because f lat Ising walls are modulationally
unstable, i.e., tend to increase their curvature like
those found for intracavity SH generation.8

In conclusion, we have demonstrated that Bloch
walls can be found as transverse structures of type II
optical parametric oscillators. They appear when
there is weak linear coupling between the signal and
the idler f ields. Two-dimensional Bloch walls are
characterized by sections of different chirality, sepa-
rated by phase defects at which the f ield amplitude
is zero. Two dynamic regimes, which depend on the
decay rates and the detunings, are found: In the
first, the wall dynamics is dominated by the curvature
and a final homogeneous state is reached; in the
second, the walls spiral about the stable defects, and
a persistent creation and annihilation of fronts is
observed. The transition from Bloch to Ising walls
was observed when the linear coupling strength was
increased.
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